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Preparing Data @

Holdout method: the dataset is randomly divided into two or three subsets.

Train Data: (Validation Data): Test Data:
Subset of the Subset of the dataset Set unseen by the
dataset used to used to assess the model to avoid
build predictive performance of the overfitting.
models. model built in the

training phase.

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.25, random_st
ate=2)

Another method is Cross-validation.



Different approaches @

Supervised learning  Unsupervised learning | painforcement learning
e Labeled training e Dataset without labels e Agentis interacting with
examples e Goal: learn something the world over time
e Model trained to about the data e Good behavior taught
make accurate (Hidden clusters, With rewards
predictions outliers)
. . . : Ex: Chess playing agent
Ex: House prices in NYC Ex: Netflix movie suggestion
Deep learning OO0
e Can be supervised or unsupervised
e Loosely inspired by the brain O o—O
Ex: Virtual assistants like Siri O

O



Choosing your model| @

Select implementable models:
e Different feature engineering are
required.
e Performance in regard to the size
of the dataset.

Categorize your model:
e Byinput:
o Labelled data (Supervised)
o Unlabelled data
(Unsupervised)

e By output: e Complexity can grow with the size
o Number (Regression) of the dataset.
o Class (Classification) e Deep learning training needs huge
o Set of input groups computational complexity.

(Clustering)



Can we recognize different models? @

Machine Learning

Unsupervised ‘ Supervised
Clustering lassification
; i |
Euclidean| Kernel Kernel
| | [—“ﬂ Neural
Networks [
K-Means yree Tree K-Means BP  Fisher FDA SVM

| som SOM
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@ GPTZero =

More than an Al detector
Preserve what's human.

We bring transparency to humans navigating a world filled with Al content.
GPTZero is the gold standard in Al detection, trained to detect ChatGPT, GPT4,
Bard, LLaMa, and other Al models.

Check out our products —»

Was this text written by a human or AI?

Try detecting one of our sample texts:

(crarcer)(ora) (ord) Craman ) (i roman )

DAtk A my e R
{ Faste your text here ...

GPTZero, Edward Tian



Amazon Go Store, Vox



TikTok, Calxin Global



Different types of models: Clustering

K-Means (accuracy=0.8117) GMM (accuracy=0.9803)
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Choosing your model|

scikit-learn
algorithm cheat-sheet

classification

regression

NOT
WORKING

joT
'WORKING
YES

8o dimensionality
reduction




Training basic models @

Classification methods: Regression methods: Unsupervised learning:
e Logistic Regression e Linear Regression e K-means
e Naive Bayes e Polynomial Regression e PCA
e Decision Tree e Support Vector Regression

Sklearn: Python library with built-in models

from sklearn.tree import DecisionTreeClassifier

DT= DecisionTreeClassifier()
DT.fit(X _train,y train)




Training advanced models @

Complex compositions:
e Decision trees are easy to interpret.
e But, most often used in compositions such as Random Forest or Gradient boosting.

- - sptes O G e,
Deep learning algorithms: y &SIV B,
e Have artificial neural networks structures AErE fé‘*‘ﬂ&‘f&-ﬂ""i}'gﬁgﬁfw
e Find patterns and represent data on their own X E
e Don't require much human intervention xRS g ~
e Adapt faster to the data at hand _ \,q?"‘ LN
Ao 2
Examples: S ZGNV R
. . e . qv@n “ﬂ |/
e Perceptron for binary classification -x-m AR

o Multi-layer perceptron HOEE
e Convolutional Neural Networks: used in image classification & NLP =



Evaluating performance @

G Implement all selected models.

6 Compare performances with evaluation metrics. E
The choice of the metric depends on the task.

Classification Metrics: Regression Metrics: ‘
e Accuracy e Root Mean Squared Error
e Confusion matrix e Mean Absolute Error

e Logarithm loss

e Select the best model

0 Optimize the chosen model's hyperparameters
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Evaluating performance




Evaluating performance

Computation of evaluation metrics with Python

pred=DT.predict(X_test)

int(accuracy_score(y_test,pred))
nt(f1l_score(y_test,pred))

from sklearn.metrics import mean_absolute_error
mn sklearn.metrics import r2_score

print(mean_absolute_error(y_test,pred))




Part ll: Modeling in Kaggle




Kaggle Intro @

What is Kaggle?

Kaggle is a community and data science platform that provides:

e Tools to build, train and deploy ML models on open source (OS) code
and technologies.

e A place where a broad community get support and contribute to open
source projects.

https://kaggle.com



Main functions/usages in Kaggle

Code

Create

Home
Competitions
Datasets
Models
Code
Discussions
Learn

More

Code

Explore and run machine learning code with Kaggle Notebooks.
Find help in the Documentation.

+ New Notebook

Q_  search public notebooks

All notebooks Recently Viewed Python R Beginner NLP Random Forest

Competition Metric

» Trending

0

GPU

TPU

= Filters

Competition notebook Scheduled notebook

See all (425)

EDA + Baseline 3 Know your data!! - EDA H Software defect classifier : [PG S3 E23] 4l EDA +
Updated an hour ago Updated 11 hours ago Updated 5 hours ago Modeling -/ (Ensemle+NN)
UBC Ovarian Cancer Subtype UBC Ovarian Cancer Subtype Binary Classification with a Software Updated 5 hours ago

Classification and Outlier Detection (UBC- Classification and Outlier Detection (UBC- Defects Dataset Software Defect Prediction+1
OCEAN) OCEAN)

kaggle


https://www.kaggle.com/code

Main functions/usages in Kaggle

e Competitions - A place for self contained ML demo apps.

Q  search SignIn

Create
Competitions
® Home p
Grow your data science skills by competing in our exciting
@ Competitions | competitions. Find help in the documentation or learn about
Community Competitions.
@ Datasets
Host a Competition
A Modsi
<> Code
Q_ search competitions = Filters
& Discussions
< Leamn All Competitions = Featured * Getting Started [ Research .9 Community 2 Playground
Everything, past & Premier challenges Approachable ML Scientific and Created by fellow Fun practice >
v More present with prizes fundamentals scholarly challenges Kagglers problems
R Get Started Seeall

New to Kaggle?

These competitions are perfect for
newcomers.

Titanic - Machine Learning g House Prices - Advanced g Spaceship Titanic L

from Disaster Regression Techniques Predict which passengers are transport...

Start here! Predict survival on the Titani Predict sales prices and practice feature... Getting Started

Getting Started Getting Started 2062 Teams
[ View Active Events 14833 Teams 3964 Teams


https://www.kaggle.com/competitions

Model selectionin Kaggle

Q Ssearch

Overview Data Code Models Discussion Leaderboard Rules

Unpinned notebooks

\\ Comprehensive data exploration with Python
) Updated 1y ago

13

v/ 1931 comments - House Prices - Advanced Regression Techniques

Stacked Regressions : Top 4% on LeaderBoard
Updated 6y ago
1090 comments - House Prices - Advanced Regression Techniques

Regularized Linear Models
Updated 9mo ago
Score: 0.12096 - 341 comments - House Prices - Advanced Regression Techniques

Submitting From A Kernel
Updated 6y ago
497 comments - House Prices - Advanced Regression Techniques

House prices: Lasso, XGBoost, and a detailed EDA
Updated 5y ago

260 comments - House Prices - Advanced Regression Techniques

Handling Missing Values
Updated 5y ago
443 comments - House Prices - Advanced Regression Techniques +2

New Notebook

-~ 13756

@Gold e

- 7014

@Gold e

- | 1793

@Gold e+

~ 1665

@Gold -

- | 1572

@Gold =

-~ 1378

@Gold e

Hotness

Most Votes

Most Comments

Recently Created

Recently Run

Public Score

Relevance

aggle



How to use Kaggle models in
your code

Bringing it all together!

1. Authentication (to save/submit your notebooks!)
2. Data Preparation

3. Fine-tuning the model for your requirements

4. Training the customised model

5. Model outputs



Model performance illustrations @

Building and sharing your model demos using Kaggle

Try this out in notebook!

~C A BTTAI Workshop Modelling.ipynb 7%
-

File Edit View Insert Runtime Tools Help All changes saved

+ Code + Text

« EDA (with WordCloud)

« Bag of Words

« TFIDF

* Glove

« BERT with TFHub and with Submission

« PCA visualization for the main models

« Showing Confusion Matrices for BERT, Simpletransformers with DistilBERT and GloVe

kaggle


https://colab.research.google.com/drive/1tI3LSh9iM_y6Hr8s6h5EqDSgoVXYx2qB?

Tips

1. Data and model security
2. Downsides using open source code/tools

3. Complexity and adaptability of Kaggle models



Part lll;: Practice

kaggle
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https://www.kaggle.com/code/yassineghouzam/introduction-to-cnn-keras-0-997-top-6
https://www.kaggle.com/code/shrutimechlearn/step-by-step-diabetes-classification-knn-detailed
https://www.kaggle.com/code/serigne/stacked-regressions-top-4-on-leaderboard

Your Time to Try

Decision Tree Deep Learning
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Figure 1
Image unfolding and the preparation of an image matrix

kaggle
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https://www.kaggle.com/code/waltermaffy/fruit-classification-pca-svm-knn-decision-tree
https://www.kaggle.com/code/kanncaa1/deep-learning-tutorial-for-beginners
https://www.kaggle.com/code/raoulma/ny-stock-price-prediction-rnn-lstm-gru

Your Time to Try

Clustering

Prediction

Fold 0 Validation Classification Report

Fold 0 Train / Validation Loss

A 3D Projection Of Data In The Reduced Dimension
— val_accuracy >y — train_loss
0821 — ai precision 0.60 4 — val_loss
— val_recall
— aln
0.80 0.55 4 \\
078 N
050 1
076
I~ 6 0.45
074
~ 4 0.40 1
0.72
5 5 035
2 a 6 B 10 H] 3 [ & To
~ 0 Epoch Epoch
Fold 1 Validation Classification Report Fold 1 Train / Validation Loss
S =2 — val_accuracy — wain loss
0,870 — valprecision 0.60 1 — val_loss
L s 2 — val_recall
e — valn
= 0.865 0.55 \
~ 6
74 4 0.860 050 1
.
.
s . 5 2 0.855 0.45 1
.
=, - > ~ 0
0 ’ = 0.850 sl
2 ’ ~
a ’
— 0.845
6 4 035
8
2 4 8 10 2 a4 8 10
Epoch Epoch

kaggle


https://www.kaggle.com/code/karnikakapoor/customer-segmentation-clustering
https://www.kaggle.com/code/gunesevitan/nlp-with-disaster-tweets-eda-cleaning-and-bert

